ResearchGate

See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/351132383

Subspace-based Domain Adaptation Using Similarity Constraints for
Pneumonia Diagnosis Within a Small Chest X-ray Image Dataset

Conference Paper - April 2021

DOI: 10.1109/ISBI48211.2021.9434173

CITATIONS READS
0 23

8 authors, including:

4 Karen Sanchez Carlos Hinojosa
=
K Industrial University of Santander Industrial University of Santander
10 PUBLICATIONS 16 CITATIONS 16 PUBLICATIONS 114 CITATIONS
SEE PROFILE SEE PROFILE
e Henry Arguello “)  Olivier Meyrignac
Industrial University of Santander Hopital Bicétre (Hopitaux Universitaires Paris-Sud)
311 PUBLICATIONS 2,038 CITATIONS 55 PUBLICATIONS 396 CITATIONS
SEE PROFILE SEE PROFILE

Some of the authors of this publication are also working on these related projects:

roject  COmpressive sensing View project

et ROCk Tomography View project

All content following this page was uploaded by Karen Sanchez on 03 June 2021.

The user has requested enhancement of the downloaded file.


https://www.researchgate.net/publication/351132383_Subspace-based_Domain_Adaptation_Using_Similarity_Constraints_for_Pneumonia_Diagnosis_Within_a_Small_Chest_X-ray_Image_Dataset?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/351132383_Subspace-based_Domain_Adaptation_Using_Similarity_Constraints_for_Pneumonia_Diagnosis_Within_a_Small_Chest_X-ray_Image_Dataset?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/project/Compressive-sensing-5?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/project/Rock-Tomography?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Karen-Sanchez-51?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Karen-Sanchez-51?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Industrial_University_of_Santander?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Karen-Sanchez-51?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Carlos-Hinojosa-4?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Carlos-Hinojosa-4?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Industrial_University_of_Santander?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Carlos-Hinojosa-4?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Henry-Arguello?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Henry-Arguello?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Industrial_University_of_Santander?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Henry-Arguello?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Olivier-Meyrignac?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Olivier-Meyrignac?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Hopital_Bicetre_Hopitaux_Universitaires_Paris-Sud?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Olivier-Meyrignac?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Karen-Sanchez-51?enrichId=rgreq-5a6bb0971f06373cefaed4c02e747cc7-XXX&enrichSource=Y292ZXJQYWdlOzM1MTEzMjM4MztBUzoxMDMwNjQwNTg5ODg1NDQwQDE2MjI3MzUyNzMwMzY%3D&el=1_x_10&_esc=publicationCoverPdf

SUBSPACE-BASED DOMAIN ADAPTATION USING SIMILARITY CONSTRAINTS FOR
PNEUMONIA DIAGNOSIS WITHIN A SMALL CHEST X-RAY IMAGE DATASET

Karen Sanchez', Carlos Hinojosal, Henry Arguello', Simon Freiss®, Nicolas Sans®,
Denis Kouamé?, Olivier Meyrignac®, and Adrian Basarab*.

1 HDSP research group, Universidad Industrial de Santander, Bucaramanga, Colombia.
2 Department of Radiology - Toulouse Purpan University Hospital, France
3 Department of Neuroradiology - Toulouse Purpan University Hospital, France
4IRIT, University of Toulouse, CNRS 5505, Université Paul Sabatier Toulouse 3, France.
"Department of Radiology, Bicétre University Hospital, Assistance publique des
hopitaux de Paris, Biomaps, France.

ABSTRACT

Recent advances in deep learning have led to an accurate diag-
nosis of pneumonia from chest X-ray images. However, these
models usually require large labeled training datasets, not al-
ways available in practice. Furthermore, combining images
from different medical centers does not preserve the accuracy
of the results mainly because of differences in image acqui-
sition settings. In this work, we propose an approach aiming
to overcome this challenge, consisting of a subspace-based
domain adaptation technique to increase pneumonia detec-
tion accuracy using a small training dataset. This dataset is
augmented with automatically selected images from a large
dataset acquired in a different medical center. This is per-
formed by computing a subspace basis of the target domain
dataset on which is projected the source dataset to find the
most representative images. Augmenting the training set us-
ing the proposed method allows achieving an improvement
from 90.03% to 96.18% in overall accuracy using the Xcep-
tion neural network.

Index Terms— Domain adaptation, Deep learning, Chest
X-ray, Pneumonia.

1. INTRODUCTION

Pneumonia affects 7% of the world population and is the lead-
ing cause of death worldwide in children under the age of
five years, with about 1.4 million deaths per year. Among
the available imaging techniques, chest X-rays are the most
commonly used for screening and diagnosis of pneumonia,
due to their relatively low cost and easy access. However,
accurately diagnosing lung diseases on chest X-rays remains
a challenging and time consuming task even for experienced
radiologists [1].

Recent advances in the application of deep learning and
computer vision in healthcare allowed to attain radiologist-

level performance for pneumonia diagnosis from chest X-ray
images [1, 2, 3]. However, the overall accuracy of deep learn-
ing models generally, and in particular for pneumonia appli-
cation, strongly depends on the size of the training dataset.
For instance, in [1, 2, 3], the authors used a publicly avail-
able pneumonia dataset of 5, 849 labeled images acquired in
Guangzhou Women and Children’s Medical Center, China
[4], that allowed them to achieve an overall accuracy of 98%,
98.43% and 99.41%, respectively. Despite these very im-
pressive results, deep learning classifiers are well-known to
over-fit to a particular data domain source in medical imag-
ing. Precisely, medical images from different clinical centers
often vary in appearance due to different acquisition protocols
and/or device technologies. Consequently, a deep learning
model trained on a large dataset originated from one medical
center does not conserve the same accuracy when tested on
a dataset from another medical center, mainly because of im-
age distribution discrepancies. For instance, a model trained
on the previously mentioned dataset with an overall accuracy
of 98%, only achieves 88% accuracy when classifying 176
non-public chest X-ray images acquired at a clinical center in
Toulouse, France. This represents a major challenge limiting
the clinical applicability of such technologies.

Domain adaptation (DA) has emerged as a learning trans-
fer alternative to address the lack of massive amounts of la-
beled images and the difficulty of deep learning methods to
obtain high performance when applied to small datasets (tar-
get domain) different from the one used during the training
phase [5]. Precisely, DA is the area of machine learning that
enables knowledge to be transferred from one source domain
to a different but related target domain to increase the learn-
ing models’ capability on the latter. Its applications mainly
focus on natural images and, to a lesser extent, on medical
applications.

This paper proposes a new subspace-based DA method
to improve the performance of a pneumonia diagnosis neural
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Fig. 1. Images of normal and pneumonia chest X-ray images
from source and target domain datasets used in this work.

network over a small chest X-ray image dataset. Specifically,
the main idea is to use automatically chosen images from the
large dataset in [4], in order to improve the training procedure
over a small image dataset from a different medical center
(Toulouse Hospital University, France). Figure 1 shows im-
ages of normal and pneumonia cases from both source [4]
and target (Toulouse Hospital University) domains. In par-
ticular, the proposed method uses principal component anal-
ysis (PCA) to obtain a subspace basis for each target domain
class, i.e., pneumonia and healthy. Images from the source
dataset are then projected onto the target domain PCA sub-
spaces, in order to select the ones that match the best the tar-
get dataset based on the projection errors. Finally, a Xception
convolutional neural network [6] was trained using the result-
ing augmented dataset containing the images from the target
dataset and the ones automatically selected from the source
dataset. The experimental results show an important accuracy
gain due to incorporating images from the source dataset, and
better performances than standard transfer learning.

The remainder of the paper is organized as follows. The
proposed method consisting of subspace generation, similar-
ity functions, and data selection, is detailed in Section 2. Sim-
ulation results and conclusions are presented in Section 3, and
4, respectively.

2. PROPOSED METHOD

This section introduces the proposed subspace-based DA
method to improve pneumonia diagnosis neural networks’
performance within a small training dataset. Let us denote
by S a set of medium to large labeled data (e.g., chest X-ray
images), and by 7" a small labeled or unlabeled dataset lying
in a given dimensional space, drawn i.i.d. according to a
fixed but unknown source Dg and target Dr distributions.
Furthermore, we denote by Sp C S, and S C S the subsets
of images labelled as pneumonia and respectively healthy,
in the source domain. Similarly, we denote by Tp C T
and Ty C T the subsets of images labeled pneumonia and
healthy respectively in the target domain. We assume that
m images from 7', n images from S, divided in m images
from Tp and ms images from T, and n images from S and
n1 images from Sp, are available. Given that dataset 7" is
assumed much larger than S, it results that m > n. The
aim of this method is to propose a strategy of incorporating

automatically images from 7" to S, in order to improve the
training process of a chest X-ray image classification neu-
ral network. Section 2.1 explains how the target subspace
of size d is generated, used to project the images from the
source S. These projections are used within four similarity
functions designed to select the most suitable images from
S to augment the training dataset T further used to train a
classification network.

2.1. Subspace generation

First, every source and target image is reshaped in the form
of a normalized vector, i.e., of zero mean and unit standard
deviation. Second, using PCA, for each subset of the target
domain, d eigenvectors corresponding to the d largest eigen-
values are selected. These eigenvectors are used as bases
vectors of Tp and T subspaces, respectively denoted by
X7, € RP*d and X7, € RP*4. Note that X7, and X1,
are orthonormal, i.e., Xp X7, = Igand X} X7, = Iy
where I; is the identity matrix of size d?. X7, and X,
are used, as explained in the next subsection, to define four
shift transformations between source and target domains and
to define four similarity metrics.

2.2. Similarity functions

Two approaches are considered here to define distance met-
rics. The first consists in projecting the source image over the
target subspaces within the same class of images, i.e., images
ysy € RP, and y5, € RP are projected onto the subspaces
Xr, and Xr,, respectively. The resulting projection errors
are considered as similarity functions. The second approach
consists in projecting the source images onto the target sub-
spaces within the other class of images, i.e., images y g, and
Ys, are projected onto the subspaces X, and X, , respec-
tively. The resulting projection errors are used to form the
two other similarity functions. The four projection matrices
are defined as follows:

/
ASp|Tp = XSPXTP7

_ /
BSP\TN = XSPXTN’

Agyiry = X5y X7, (D
Bsyire = Xsy X1, (2
where A’ denotes the transpose of A.

From the four previous projections, four similarity func-
tions are defined as the projection errors obtained by project-
ing images from source domain (y s, , y¥s,) to the target do-

main subspaces X1, X7,. Specifically, the similarity func-
tions are defined as follows:

|Asp1pYs, —Yspllr, ()
|AsyrnYsy — Ysnllr, (4
Bsp iy Yse —Yspllr,  (5)
Bsy|1pYsy — ¥snllr,  (6)

simxr, (Ysp
Simxp, (Ysy

cross-simx,, (Ysp

)= |
)= |
)=l
)= |

cross-simxr,, (¥sy



where || * || 7 stands for the Frobenious norm.

2.3. Data selection

Using (3), (4), (5) and (6), four error vectors E; € R",
E; € R™, Q; € R™, and Q2 € R™ are formed by pro-
jecting all images y s, and yg, from source domain S onto
the target domain subspace. Vectors E; and E, are sorted in
ascending order, and vectors Q; and Q5 in descending order.
Finally, considering the first k& values from each error vector,
the corresponding images from the source domain .S are se-
lected to augment the training set 7', further used to train a
neural network to classify chest X-ray images as healthy and
pneumonia.

3. RESULTS

3.1. Domain adaptation datasets

As explained previously, the proposed method requires two
datasets: one large source dataset from which a limited num-
ber of images will be extracted to augment the small target
dataset. In this work, we selected the publicly available
5, 849 labeled chest X-ray images acquired in the Guangzhou
Women and Children’s Medical Center in China [4] as the
source dataset S. Specifically, S consist of 1,583 normal
(Sn) and 4,266 pneumonia (Sp) images. The target small
dataset 1" consists of 573 chest X-ray images acquired at the
Toulouse University Hospital, in France, labeled as healthy
or pneumonia by two expert radiologists. The 7' dataset is
divided into 275 normal and 298 pneumonia images. In the
following, 70% of T" was used for training and the rest for
testing. Specifically, the training set of the target domain
consisted of 200 normal (1) and 200 pneumonia (Tp) chest
X-ray images.

3.2. Deep neural network architecture

The proposed DA method is not specific to a particular deep
learning classifier. To illustrate its interest, we used in this
work the convolutional neural network called Xception [6].
All chest X-ray images were resized to 299 x 299 pixels.
Moreover, to accelerate the learning process, the pre-trained
network weights with the ImageNet dataset available in Ten-
sorflow was used as initialization. While the weights corre-
sponding to the low-level feature extraction layers were not
retrained, the weights from block convolutional 10 to the top
layer of the network were fine-tuned, to adapt them to the spe-
cific task of pneumonia detection. The network was trained
using the Adam optimizer with a learning rate of 0.0001, a
batch size of 16, a dropout of 0.2 before the decision layer,
and 100 epochs. All simulations were implemented in Python
with the Tensorflow 2.3 and ran on an Nvidia Tesla T4 GPU
provided by Google Colab.

3.3. Classification results

Figure 2 displays the results of the projection errors, E;, Eo,
Q; and Q, obtained after projecting images from source do-
main (ys,, ¥sp) to the target domain subspaces X7, and
X7, . Because of the imbalance of the source dataset between
the two classes, a considerably greater number of images are
observed in (b) and (c) corresponding to Sp. The results are
displayed such as the lowest error in (a) and (b) corresponds
to the chest X-rays of .S most similar to their corresponding
classes in 7', and such as the the lowest values in (c) and (d)
correspond to the images of Sp and S most different from
their opposite classes in the target domain 7'.
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Fig. 2. Results of the error vectors E1, Es, Q1 and Q5.

Based on these error vectors, 0 (no augmentation), 100
and 200 images from S domain were selected to augment
the target training dataset. In each case, 60% of the images
were taken from the first positions in ¢); and ()2 vectors, and
40% from the first positions in E; and Es vectors. The clas-
sification results obtained with the proposed DA PCA-based
method are compared to three different approaches. The first
one consists of using standard transfer learning and all im-
ages from S, i.e., to load the ImageNet pre-trained weights
into the Xception network, to refine the setting of the weights
from convolutional block 10 onwards with .S, and once again
to adjust the weights of block 10 to a fully connected layer
not trained with 7'. The second uses no data augmentation,
in which the Xception network weights previously trained by
the ImageNet dataset were refined, from convolutional block
10 onwards, with only images from 7. The third evaluates the
classification in the case where randomly chosen images from
S domain are used to augment the target training dataset. As
explained previously, in all experiments, the same 400 images
from 7" were used (alone if no data augmentation or for trans-
fer learning, or in addition to images selected or with the pro-
posed method from S) to train the Xception neural network
to classify images in two classes, i.e., healthy or pneumo-
nia. Accuracy classification (ACC), precision (PRE), recall
(REC), specificity (SPEC), Fl-score (F1) and area under the
ROC curve (AUC) were used to evaluate the performance of
the classification. The classification results are regrouped in
Table 1, with the best values shown in bold. Within the first
approach, although the complete dataset S was used to re-
fine the weights, the overall accuracy is around 88%. Within
the second one, using only 400 images for fine-tuning, the
overall accuracy increases to 90.03%. Furthermore, one may



Table 1. Classification results with transfer learning, no data
augmentation, and data augmentation with randomly selected
images, and selected with the proposed method.

Methods ™22 scc  PREC REC SPEC  F1  AUC
from S

Transfer 5216 8836 8826 8845  88.65 8847 087
Learning

No data 0 90.03 9112 9080 90.60  90.03  0.88
augment.

Random S 100 8952 8816 8893 8806 88.19  0.90
selection 200 8998 89.65 8945 8935  89.68  0.89
Pronosed 100 9325 9256  92.68 9227 9254 092
method 200 9618 9578 9586 9523 9596  0.95

remark the different classification results depend on how the
target training data set was augmented with images from S
dataset. Specifically, in the case where images from .S are
randomly selected, the results do not improve compared to
transfer learning or to no data augmentation approach. In
contrast, in the case where additional images from S were
selected with the proposed method, the classification accu-
racy increased up to 93.25% and 96.18%, with only 100 and
200 images added, respectively. The last result is remarkable
given that it is obtained by training the network with only 600
images (400 from 7" and 200 from S), compared to roughly
90% in the case of no data augmentation or with randomly
selected images. Finally, Figure 3 shows the class activation
maps of the last convolutional layer of the Xception network
using the proposed data selection method. These maps il-
lustrate which pixels in the image contribute the most to the

model’s classification of a pneumonia class.

b

Pneumonia

_|

Normal Pneumonia

Normal

Fig. 3. Class activation maps output of four randomly chosen
chest X-ray images from the test subset.

4. CONCLUSION

This work studied the problem of automatic pneumonia di-
agnosis with a convolutional neural network trained on small
datasets. In particular, we proposed a subspace-based domain
adaptation method to carefully select images from a large and
publicly available dataset to augment the small target data set
acquired in a different clinical center. Training the Xception

CNN using the augmented data set with the proposed method
allows to achieve an overall precision of 96.18%. This repre-
sents an increase in precision of 7.82% compared to transfer
learning, and 6.15% compared to training with images only
from the target domain. Future work will be devoted to study
the interest of generative adversarial networks within this ap-
plication, in order to transform the images from the source
dataset to fit the appearance of images from the target dataset.
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