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ABSTRACT
Image captioning is a challenging task that connects two ma-
jor artificial intelligence fields: computer vision and natu-
ral language processing. Image captioning models use tra-
ditional images to generate a natural language description of
the scene. However, the scene could contain private informa-
tion that we want to hide but still generate the captions. In-
spired by the trend of jointly designing optics and algorithms,
this paper addresses the problem of privacy-preserving scene
captioning. Our approach promotes privacy preservation, by
hiding the faces in the images, during the acquisition process
with a designed refractive camera lens while extracting useful
features to perform image captioning. The refractive lens and
an image captioning deep network architecture are optimized
end-to-end to generate descriptions directly from the blurred
images. Simulations show that our privacy-preserving ap-
proach degrades private visual attributes (e.g., face detection
fails with our distorted images) while achieving comparable
captioning performance with traditional non-private methods
on the COCO dataset.

Index Terms— Image Captioning; Privacy-preserving
Lens Design; Deep Optics; Computational Optics.

1. INTRODUCTION
The image captioning task consists of describing the content
observed in an image. This challenging task has received sig-
nificant attention in recent years as it lies at the intersection of
two major artificial intelligence fields: computer vision and
natural language processing. Image captioning is applicable
in various scenarios, e.g., usage in virtual assistants, support
of the disabled, etc. Previous works have addressed the image
captioning problem from different approaches. Most of them
use recurrent neural networks for processing long sequences
on an element-by-element basis due to their ability to make
predictions based on temporality [1, 2]. Another approach
consists of using short-term memory neural networks [3]
that can process whole sequences data (image descriptions).
Moreover, other works have relied on the attention technique
[4] in their deep network models [5] to enable deeper image
understanding through fine-grained analysis. In a traditional
non-privacy image captioning pipeline, cameras are used to
acquire multiple high-fidelity images, and then the image
captioning network is tuned to improve accuracy. However,
if the acquired images contain privacy-sensitive data, they

could be exposed in an attack. Visual privacy protection has
become very popular because of its high demand in security,
medical, social networking, and other areas where privacy is
essential [6]. Inspired by the trend of jointly designing optics
and algorithms [7], recent work in [8] proposes an end-to-end
framework to preserve privacy in the human pose estimation.

For the particular problem of describing images while pre-
serving their privacy, the authors in [9] propose to use radio
signals to obtain the descriptions of a house. Specifically, by
joining the data obtained from the house floor map with the
radio signals, the floor map is encoded from the perspective
of the person’s location. Similarly, 3D human skeletons are
extracted from the radio signals while the reference system
changes at each time step. Therefore, authors in [9] avoid the
use of videos by using only the radio signals and the floor
map of the house, preserving the privacy of the household
members. Although this approach preserves privacy, the use
of radio signals requires a radio-frequency device, increasing
the costs of the addressed task, and it does not directly pre-
serve privacy in the images but avoids their use. Further, an
attacker could easily inject malicious radio signals to attack
the proposed system directly. Another privacy-preserving im-
age captioning approach was proposed in [10], where authors
obtain detailed descriptions from the images about dietary in-
take, hence preventing the direct use of the images by nutri-
tionists and reducing the risk of privacy leakage. However,
authors in [10] do not propose a method to preserve user pri-
vacy over original images but only train a deep neural network
with images where faces of people are masked.

Paper Contribution. In this work, we are interested in the
preserving-privacy image captioning task. Our main observa-
tion is that by adopting a similar strategy as in [7, 8, 11], we
can learn a refractive lens that can distort the scene and allow
extracting useful features to perform image captioning. Our
main contribution consists of jointly optimizing a refractive
optical element and a convolutional neuronal network (CNN)
to extract the description of the scenes and obtain a simulated
lens design. Accordingly, the input images for the CNN first
pass through the designed camera that contains our learned re-
fractive element, which produces a distortion effect in the im-
ages and protects user privacy while extracting relevant fea-
tures to perform image captioning. As far as we know, this
is the first work incorporating the lens design with an image
captioning workflow to preserve user privacy end-to-end.
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Fig. 1: Proposed end-to-end (2PSC) model. The optical encoder consists of a camera with a refractive lens. The decoder consists of
convolutional feature extraction and an LSTM with attention, which generates a description from the privacy image.
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Fig. 2: Optimized refractive lens (left) and the corresponding first 9
Zernike Polynomials (right).

2. PROPOSED METHOD
In our proposed model, the optical encoder comprises a cam-
era with a refractive optical element specifically learned for
privacy preservation. A refractive optical element is designed
by learning a linear combination of Zernike polynomials (Fig
2). Our end-to-end network learns optics by backpropagat-
ing the gradients from the image captioning network decoder
to the optics layer. Then, the output of our optical encoder
is distorted images such that objects, people, and places are
anonymized. The second part of our proposed architecture is
a decoder that learns and generates captions from the blurred
images acquired from the designed lens. Specifically, the de-
coder first uses a CNN to extract features from the distorted
images. Finally, it uses a long-short-term memory (LSTM)
network that produces the captions of the images by generat-
ing a word at each step conditioned by a context vector.

2.1. Optical Encoder
The main goal of the optical encoder in our framework (Fig.
1) is to design a refractive optical element to encode the phys-
ical characteristics of an image and preserve essential features
for the image captioning. Therefore, to achieve an end-to-end
model in which we can optimize the camera lens for privacy-
preserving image captioning, the camera lenses must be pa-
rameterized to perform backpropagation. In brief, we adopted
a similar strategy as the authors in [8, 7, 11] to couple the
modeling and design of two essential operators in the imag-
ing system: the wave propagation and phase modulation. We
model the image acquisition process using the point spread
function (PSF) defined in terms of the lens surface profile to
emulate the wavefront propagation and train the parameters
of the refractive lens. Specifically, using the Fresnel approxi-
mation and the paraxial regime [12], the PSF is described as

Hλ(x
′, y′) = |F−1{F{tϕ(x, y)Uλ(x, y)}Tλ(fx, fy)}|2, (1)

where Tλ(·) represents the transfer function [12] with
(fx, fy) as the spatial frequencies and λ the wavelength;
Uλ(x, y) denotes the complex-valued wave field immediately
before the lens [7]; tϕ(·) denotes the phase modulation intro-
duced by the lens and the wave propagation; F{·} denotes
the 2D Fourier transform; (x′, y′) are the spatial coordinates
on the camera plane and (x, y) are the coordinates on the lens
plane. The phase modulation function tϕ(x, y) = ej 2πλ ϕ(x,y)

in Eq. (1) is produced by the lens surface profile ϕ [8], as

ϕ =

q∑
j=1

αjZj , (2)

where Zj is the j-th Zernike polynomial in Noll notation,
αj is the corresponding coefficient, and q is the number of
employed polynomials. Each Zernike polynomial represents
a wavefront aberration; therefore, the linear combination of
these aberrations will form the surface profile, see left on Fig.
2. Assuming that the image formation is a shift-invariant con-
volution of the image and the PSF, the acquired private images
for the three RGB channels can be modeled as:

Yℓ = Sℓ(Hλ ∗Xℓ) +Nℓ, (3)

where the sub-index ℓ denotes the color channel; Xℓ ∈ Rw×h
+

represents the underlying scene withw×h pixels; Hλ denotes
the discretized version of the PSF in Eq. (1); Nℓ ∈ Rw×h

represents the Gaussian noise in the sensor; Sℓ(·) : Rw×h →
Rw×h is the camera response function, which is modeled as
linear operator; and ∗ denotes the 2D convolution operation.
It is worth noting that the optimization of the camera lens
aims to achieve the maximum visual distortion in the acquired
images by learning the set of coefficients {α1, · · · , αq}.

2.2. Decoder

2.2.1. Feature extraction

In contrast with traditional approaches that learn features
from a full resolution image, the objective of the decoder in
the proposed architecture is to learn from the encoded sensor
images acquired with Eq. (3). Hence, we employ a CNN to
extract a set of feature vectors A = {ai}Li=1, where ai ∈ RD

corresponds to parts of the blurred image. Specifically, we
use the 101-layer Residual Network (ResNet-101) trained on
ImageNet, because of its high performance to extract fea-
tures. In addition, we remove the last two classification layers
of ResNet since our objective is not image classification.



2.2.2. LSTM network

Similar than the work proposed by Kelvin et.al. [1], we use
LSTM network with attention to generate a caption by com-
puting one word at each time step t conditioned on a context
vector ẑt, the previous hidden state ht−1, and the previously
generated word vt−1. The context vector ẑt is a dynamic rep-
resentation of the most important part of the image at time t
and is obtained from the feature vectors ai, and a function ψ
with parameters θt, i.e., ẑt = ψ(a1, · · · , aL;θt).The LSTM
network can be described as
it = σ (WiEvt−1 +Uiht−1 +Qiẑt + bi) ,

ft = σ (WfEvt−1 +Ufht−1 +Qf ẑt + bf ) ,

ct = ftct−1 + it tanh (WcEvt−1 +Ucht−1 +Qcẑt + bc) ,

ot = σ (WoEvt−1 +Uoht−1 +Qoẑt + bo) ,

ht = ot tanh (ct) ,

where it, ft, ct, ot, and ht are the input, forget, memory, out-
put and hidden state of the LSTM, respectively. Additionally,
the Ws,Us,Qs ∈ Rn×m terms denote learned weight matri-
ces and the bs ∈ Rn terms denote bias vectors. The sub-index
s = {i, f, c, o} indicates which variable is computed from the
learned matrices and biases (e.g., Ui is used to compute the
input). E ∈ Rm×K is the embedding matrix, m and n denote
the embedding and LSTM dimensionality, respectively, and
K is the vocabulary size. σ is the logistic sigmoid activation
and tanh(·) represents hyperbolic tangent activation function.
For more details, we refer the interested reader to [1].

2.3. Loss Function
Two important aspects were considered to find an appropriate
cost function for our approach. The first is maintaining the
visual image distortion, and the second is the performance at
word generation. Then, our loss function is defined as:

L = − log(p(v | A)) + λ

L∑
i=1

(
1−

C∑
t=1

θti

)2

−

C∑
c=1

log
exp (vc)

exp
(∑C

i=1 vi

)gc +

(
1− 1

J

3∑
l=1

∥Yℓ −Xℓ∥2
)
,

where C represents the length of the caption, g ∈ RC repre-
sents the ground truth caption, and J is the total image pixels
for all channels. The first two terms are a doubly stochastic
regularization to encourage the model to pay equal attention
to every part of the blurred image [1]. The third term is the
multi-class cross-entropy loss to generate a correct sequence
of words. The last term uses the mean squared error to max-
imize the difference between original Xℓ and sensor Yℓ im-
ages to achieve private images.

2.4. Training details
We used the Common Objects in Context (COCO) 2014
dataset [13] for training (83K images), validation (41K im-
ages), and testing (41K images). We trained our end-to-end
model on an Nvidia Geforce RTX 3090 during 90 epochs and
a batch size of 32. We used the Adam optimizer in all the
models and learning rates of 1e− 02, 1e− 04, 5e− 04 for the
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Table 1: Comparisons on the COCO test set. B-# denotes the Bleu
metrics, and M is the Meteor metric. Results with (-) were not re-
ported by authors in the corresponding papers.

optical encoder, the feature extraction layers of the decoder,
and the LSTM network, respectively.

3. RESULTS

This section shows the obtained results from simulations of
our proposed privacy-preserving image captioning approach
over the COCO test set. In general, visual privacy methods
are not well explored in the literature. Therefore, to com-
pare our method, we adapt the ideas of using low-resolution
cameras [14] and cameras with a defocus lens [15] to provide
visual privacy protection. Specifically, we change the encoder
in our proposed end-to-end architecture (Fig. 1) with a low-
resolution camera, which resizes the input image to 16 × 16
pixels, and a defocus lens, respectively.
Qualitative Results. Figure 3 shows a visual comparison of
our proposed method using the optimized lens against from
defocus lens and low-resolution cameras. The figure shows
the image and caption outputs of each model. Additionally,
we compute and show the PSNR between the original and
distorted images by different approaches. As observed, in all
approaches, the content of the images cannot be easily recog-
nized; however, our method achieves the best description of
the scene and, as expected, minimum PSNR.
To quantitatively evaluate our proposed approach, we use
the standard BLEU [19] and Meteor metrics. BLEU-1,2,3,4
scores (values between 0 and 1) indicate how similar the can-
didate text is to the reference texts, with values closer to 1
representing more similar texts. The indexes {1,2,3,4} denote
the evaluation of the precision for a contiguous sequence of ñ
items from a given sample (ñ-grams), where ñ ∈ {1, · · · , 4}.
Meteor metric [20] scores output captions model by aligning
them to a set of references. Alignments are based on exact,
synonym, and paraphrase matches among words and phrases.
Quantitative Results. Table 1 shows the quantitative re-
sults where we compare our model against the following
non-privacy methods, i.e., these methods use cameras with
standard lens: BRNN [16], Google NIC [2], Cutmix [17],
AAIC [18], the LSTM network model Hard-Attention [1],
2PSC-w (our proposed model without the optimized lens).
This table also provides a quantitative comparison with the
privacy methods explained above: defocus and low-resolution
cameras. The bold values in Table 1 represent the best re-



Baby boy at the 
table eating cake 

frosting off his hand

A baby sitting 
on a table eating

 a cake 

A man and woman 
sitting at a table

with food

A baby sitting 
on a chair holding

 a remote

PSNR = 20.76PSNR = 15.55PSNR = 15.62 PSNR = 20.76 PSNR = 12.15

A kitchen with 
two windows and 
two metal sinks

A kitchen with 
a sink and a 

window

A bed with a white 
blanket and a 
 white blanket

PSNR = 11.95

A kitchen with 
a sink and a 
window in it

PSNR = 18.26

A meal containing 
soda salad pizza and

 rice on a table

A table with 
a plate of food and 

a drink 

A plate of food 
with a sandwich 

and fries

A plate of food 
with a sandwich 

and salad

Original Ours Defocus Low-Resolution

PSNR = 16.89PSNR = 10.68 PSNR = 10.74 PSNR = 11.22

A woman going 
to touch a horse 

in a field

A woman is 
petting a horse 

in a field

A giraffe is 
standing in a 

field with a man

PSNR = 11.21

A man standing 
next to a train 
on a train track

PSNR = 15.32

Original Ours Defocus Low-Resolution

Fig. 3: Qualitative results on the COCO dataset test set. Under each privacy image, we show the caption obtained by each model, and under
the original image, we show the ground truth caption. We compute the PSNR between the original and distorted images for each approach.

sults, and the underline values correspond to the second-best
result. As shown in Table 1, our proposed architecture with-
out privacy (2PSC-w) obtains the best results; because of our
training improvements and the use of ResNet for feature ex-
traction. Additionally, it can also be observed that our 2PSC
approach achieves the best trade-off between image distortion
and accuracy. Specifically, the performance of our proposed
model does not decrease considerably compared with the
non-privacy methods while providing privacy protection.
Privacy validation. To validate privacy, we evaluate the per-
formance of a face detection network on the distorted images
obtained by simulations of our designed lens and compare it
with its performance when using normal (non-privacy) im-
ages. We used the face detection network proposed by Deng
et al. [21] and performed the following experiments:
1) Non-privacy: We trained the face detection model from
scratch by using original images resized to 256× 256.
2) Pre-trained: We only evaluated the face detector perfor-
mance trained in the previous experiment (Non-privacy) on
distorted images acquired using our optimized lens.
3) Training: We trained the face detection model from
scratch using blurred images from our optimized lens.
4) Fine-tuning: We first load the learned weights from the
trained model in Non-privacy experiment and then perform
fine-tuning using the blurred images acquired using our lens.

For each mentioned experiment, we trained the face detec-
tion network during 250 epochs on the WIDER FACE dataset
[22], with default training parameters by authors [21]. Fig-
ure 4 (a) shows the precision-recall curves obtained by eval-
uating the face detectors obtained at each experiment on the
validation set. As expected, the curves show that the best per-
formance on face detection is achieved for the Non-privacy
experiment since the faces are visible on the images. On the
other hand, it is observed that the face detector performance
decreases when using distorted images acquired by our lens
since the model cannot correctly infer where the faces are lo-
cated. Although the Training experiment achieves the best
performance using our privacy-protected images, its overall
performance is significantly worst compared with the tradi-

(a) (b)

Ours Privacy Image

Face detection 
fails

Non-Privacy

Fig. 4: Privacy validation via face detection task. (a). Precision-
Recall curves on ablations experiments. (b). Comparison between
the non-privacy model (top) and our proposed model (bottom).

tional Non-privacy model. Additionally, Fig. 4 (b) shows the
visual face detection results, where it can be seen the success-
ful detection of the woman’s face when using the model from
the Non-privacy experiment and the failed detection when us-
ing the model from Training experiment on our distorted im-
ages. These results are expected due to our optimized lens.

4. CONCLUSION
In this work, we propose an image captioning model based on
attention, which promotes privacy of the input images through
a refractive optical element, causing a blurred visual effect on
them. In this way, the people, objects, and places involved
in the input images can be reserved. In addition, we main-
tain high performance on the BLEU metric with the COCO
dataset despite visual distortion. Additionally, we trained a
face detector on our private images to validate our method’s
effectiveness. As observed, the face detector fails; hence our
learned distortion preserves privacy.
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